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Objectives: The present study aimed to examine the involvement of 
listening effort among multilinguals in their first (L1) and second (L2) 
languages in quiet and noisy listening conditions and investigate how the 
presence of a constraining context within sentences influences listening 
effort.

Design: A group of 46 young adult Arabic (L1)–Hebrew (L2) multilin-
guals participated in a listening task. This task aimed to assess partici-
pants’ perceptual performance and the effort they exert (as measured 
through pupillometry) while listening to single words and sentences 
presented in their L1 and L2, in quiet and noisy environments (signal to 
noise ratio = 0 dB).

Results: Listening in quiet was easier than in noise, supported by both 
perceptual and pupillometry results. Perceptually, multilinguals per-
formed similarly and reached ceiling levels in both languages in quiet. 
However, under noisy conditions, perceptual accuracy was significantly 
lower in L2, especially when processing sentences. Critically, pupil dila-
tion was larger and more prolonged when listening to L2 than L1 stimuli. 
This difference was observed even in the quiet condition. Contextual sup-
port resulted in better perceptual performance of high-predictability sen-
tences compared with low-predictability sentences, but only in L1 under 
noisy conditions. In L2, pupillometry showed increased effort when lis-
tening to high-predictability sentences compared with low-predictability 
sentences, but this increased effort did not lead to better understanding. 
In fact, in noise, speech perception was lower in high-predictability L2 
sentences compared with low-predictability ones.

Conclusions: The findings underscore the importance of examin-
ing listening effort in multilingual speech processing and suggest that 
increased effort may be present in multilingual’s L2 within clinical and 
educational settings.

Key words: First language, Listening effort, Multilingualism, Pupillometry, 
Second language, Speech perception.
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INTRODUCTION

With the rise of multilingualism around the world (Grosjean 
2008, 2010; Modiano 2023), many individuals use their sec-
ond language (L2) in the workplace and in educational settings. 
These naturalistic environments often include adverse listening 
conditions, such as noise, which may hinder individuals’ abil-
ity to perceive speech effectively (Mattys et al. 2012). Despite 
numerous studies that have documented poorer perceptual 
performance of multilinguals under adverse listening condi-
tions (Garcia Lecumberri et  al. 2010; Scharenborg & van Os 
2019; Cowan et al. 2022), the underlying mechanisms of this 

phenomenon remain relatively poorly understood. Building 
upon the gaps identified within existing research, the present 
study aimed to investigate the perceptual difficulties experi-
enced by multilinguals in adverse listening conditions, with a 
specific focus on the exertion of listening effort. In particular, 
the present study examined whether listening effort within mul-
tilinguals differs between L1 (first language) and L2 in quiet and 
noisy conditions, and how the presence of constraining senten-
tial context modulates these effects.

Perceptual studies with multilingual individuals show that 
although these listeners can effectively perceive speech in their 
languages under quiet listening conditions, their performance 
significantly declines in their L2 when faced with adverse lis-
tening conditions (Mayo et al. 1997; Von Hapsburg et al. 2004; 
Rogers et al. 2006; Rosenhouse et al. 2006; Weiss & Dempsey 
2008; Garcia Lecumberri et  al. 2010; Shi & Sanchez 2010; 
Tabri et  al. 2015; Desjardins et  al. 2019; Skoe & Karayanidi 
2019; Bsharat-Maalouf & Karawani 2022a, b). The percep-
tual disadvantage of multilinguals under adverse conditions is 
modulated by a variety of factors, including those pertaining 
to listeners’ proficiency (Shi 2012, 2015; Rimikis et al. 2013; 
Kilman et al. 2014; Schmidtke 2016; Scharenborg et al. 2018), 
and acquisition history (Mayo et al. 1997; Meador et al. 2000; 
Weiss & Dempsey 2008; Shi 2010, 2012; Shi & Sanchez 2010; 
Regalado et  al. 2019). Of relevance to the present study, the 
amount of contextual information present in the speech material 
has also been shown to modulate the perceptual performance 
of multilinguals under adverse listening conditions (Mayo et al. 
1997; Van Wijngaarden et al. 2002; Bradlow & Alexander 2007; 
Warzybok et al. 2015; Krizman et al. 2017; Skoe & Karayanidi 
2019; Bsharat-Maalouf & Karawani 2022b). In particular, mul-
tilinguals’ perceptual difficulties become more pronounced as 
the complexity of the speech stimuli increases. For instance, 
Krizman et al. (2017) investigated performance in tones, single 
words, and sentences, all presented in noise. They found that 
bilinguals tested in their L2 performed poorer than monolin-
guals when perceiving sentences, performed similarly when 
perceiving single words, and performed better when listening 
to tones. Thus, whereas monolinguals were able to rely on con-
textual cues during the perceptual process, bilinguals’ ability to 
capitalize on such cues appears to be reduced in noise. Other 
studies comparing performance on sentences with varying lev-
els of predictability (high and low-predictability sentences) 
showed that whereas L1 listeners benefited from contextual 
cues when listening to sentences presented under adverse lis-
tening conditions, this benefit was not as evident in L2 listen-
ers (Mayo et al. 1997; Bradlow & Alexander 2007; Shi 2010; 
Schmidtke 2016; Kousaie et al. 2019; Skoe & Karayanidi 2019; 
Bsharat-Maalouf & Karawani 2022b). For instance, Bsharat-
Maalouf and Karawani (2022b) examined perceptual perfor-
mance of Arabic–Hebrew multilinguals as they listened to 
words, as well as to high and low-predictability sentences, all 
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presented in listeners’ L1 and L2 under quiet and noisy condi-
tions. The results showed that a benefit from contextual cues in 
noise was prominent in L1 sentences but was absent in the L2. 
It is interesting that this same study did not detect differences 
between L1 and L2 processing in quiet, nor in perceptual pro-
cessing of single words presented in noisy conditions. However, 
the authors suggested that the absence of a perceptual difference 
in performance does not preclude the possibility that the under-
lying cognitive processes involved are different across the L1 
and the L2. In particular, it is possible that in quiet conditions, 
multilinguals needed to exert more listening effort in their L2 to 
achieve similar accuracy as they did in their L1.

Listening effort refers to the deliberate allocation of men-
tal resources to compensate for challenges when carrying out 
a listening task (Pichora-Fuller et  al. 2016). Whereas most 
models of speech perception work under the assumption of an 
optimal speech signal, the Ease of Language Understanding 
(ELU) model explains language understanding under subopti-
mal listening conditions as they occur, for instance, when noise 
is present. According to this model, listening effort is linked to 
the ease with which perceived signals are matched with seman-
tic long-term memory stored representations, and the neces-
sity of engaging explicit cognitive processes, such as working 
memory, during language understanding (Rönnberg et al. 2008, 
2013, 2019, 2021). In favorable listening conditions, the signal 
is easily matched to stored representations in long-term mem-
ory, enabling rapid, automatic, and implicit speech processing. 
However, under adverse listening conditions, such as in noise, 
the signal is distorted, making the process of matching the 
signal to stored representations more challenging. As a result, 
listening becomes more demanding, requiring the engagement 
of an explicit processing loop that relies on working-memory 
resources to aid understanding. This increase in explicit pro-
cessing is associated with heightened listening effort (Rönnberg 
et al. 2008, 2013, 2019).

There are several reasons to predict increased listening 
effort when multilingual individuals process speech in their L2. 
First, heightened effort in L2 can be attributed to the quality 
of their stored representations. Multilinguals often experience 
reduced proficiency, usage, and exposure in their L2 compared 
with L1 (Rosenhouse et al. 2006; Desjardins et al. 2019; Abbas 
et  al. 2021; Bsharat-Maalouf & Karawani 2022b). According 
to exemplar models of speech understanding, stored represen-
tations in memory are shaped by long-term experience, such 
that fewer encounters with a word result in less detailed repre-
sentations in long-term memory (Goldinger 1996; Schmidtke 
2016) and weaker links among their subcomponents (Gollan 
et  al. 2005, 2008, 2011, 2015; Sebastián-Gallés et  al. 2005). 
According to the ELU, the process of matching the perceived 
signal with stored representations is influenced by external fac-
tors such as the presence of background noise, as discussed 
earlier, and by internal factors related to the listener, like the 
precision of the stored representations (Rönnberg et al. 2013). 
Thus, in cases where representations are thought to be less pre-
cise—such as in multilingual listeners’ L2—the ease of match-
ing the incoming signal with stored representations is likely to 
be lower, requiring greater listening effort.

Another reason to expect increased listening effort in mul-
tilingual L2 has to do with the nature of language activation 
and competition. Specifically, during multilingual language 
processing, activation of words from both languages occurs, 

leading to candidate word activation from one language dur-
ing the processing of stimuli in the other language (Marian 
& Spivey 2003; Weber & Cutler 2004; Schwartz & Kroll 
2006; Shook & Marian 2012, 2013; Blumenfeld & Marian 
2013; Chen et al. 2017; Bobb et al. 2020). This language co- 
activation exhibits an asymmetry, with candidate words from L2 
being less activated compared with those from L1 (Broersma 
& Cutler 2008). According to the ELU model, stored represen-
tations consist of multiple attributes, and there is a minimum 
threshold of these attributes that must be accessed for a particu-
lar stored representation to be successfully selected (Rönnberg 
et al. 2013, 2019). Thus, when the activation of attributes falls 
below this threshold, some neighboring representations may 
be retrieved, requiring the engagement of explicit processes to 
complete lexical access (Rönnberg et  al. 2013, 2019). In the 
context of multilingual L2 listening, increased competition 
arising from L1 candidate words can intensify the challenge 
of reaching the necessary threshold for successful representa-
tion access, leading to heightened listening effort (Borghini & 
Hazan 2018).

Lastly, the challenge faced by multilinguals in utilizing con-
textual cues in their L2, as discussed earlier, can be considered 
another reason to expect increased listening effort in this lan-
guage. Listeners typically resort to contextual cues trying to 
maximize available information when a necessity arises (Skoe & 
Karayanidi 2019; Corps & Rabagliati 2020). In the ELU model, 
the use of contextual support may be viewed as a top-down pro-
cess used to infer missing information when a mismatch occurs. 
Consequently, the challenge of relying on contextual cues in L2 
can lead to less efficient resolution of mismatches, ultimately 
leading to increased effort. Collectively, considering the less 
precise stored representations, the dynamics of language co-
activation, and the reduced utility of contextual cues, it is rea-
sonable to hypothesize that the demand and use of cognitive 
resources increase when listening to L2, thereby contributing to 
heightened listening effort in L2 compared with L1.

Examining multilingual listening effort is important 
because it can uncover challenges in speech processing that 
are not apparent in perceptual performance (Picou et al. 2013; 
Desjardins & Doherty 2014; Picou & Ricketts 2014; Winn 
et  al. 2015; Xia et  al. 2015; Brown et  al. 2020; McLaughlin 
& Van Engen 2020; Pielage et al. 2021; Winn & Teece 2021; 
Baese-Berk et al. 2023). Thus, given the aforementioned fac-
tors, which strongly indicate that speech processing in L2 may 
be more cognitively demanding compared with L1, relying 
exclusively on perceptual performance may be insufficient to 
uncover the challenges in speech processing faced by multilin-
guals. Understanding and addressing these challenges are not 
only of theoretical importance but also carries practical signifi-
cance. This is because sustained listening effort has been linked 
to heightened levels of mental fatigue and stress (Hornsby 
et  al. 2016; Pichora-Fuller 2016; Alhanbali et  al. 2017), and 
reduced multitasking abilities (Wu et  al. 2016; Gagne et  al. 
2017; Kaplan Neeman et al. 2022).

Given the dual importance of examining listening effort 
from both theoretical and practical perspectives, in recent years 
there has been a noticeable increase in interest surrounding lis-
tening effort among multilingual listeners (Kilman et al. 2015; 
Borghini & Hazan 2018, 2020; Francis et al. 2018; Lam et al. 
2018; Desjardins et al. 2019; Peng & Wang 2019; Visentin et al. 
2019; Oosthuizen et al. 2020; Brännström et al. 2021).
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Bsharat-Maalouf et al. (2023) conducted a recent review of 
this literature, identifying its current limitations, and proposing 
avenues that require further exploration. One notable limitation 
emphasized in that review pertains to the research design of 
previous studies, which primarily focused on comparing effort 
across different listeners. Specifically, to date, the common 
approach has been to use between-participant comparisons, 
often contrasting the listening effort of monolinguals with that 
of bilinguals in their L2. For example, Peng and Wang (2019) 
showed that when engaged in English perceptual tasks presented 
in adverse listening conditions, bilinguals who acquired English 
as their L2 reported significantly higher levels of perceived lis-
tening effort when compared with English monolinguals. Lam 
et al. (2018) further corroborated this trend by demonstrating 
that listening to English words led to prolonged reaction times, 
signifying increased effort, in bilinguals for whom English 
served as their L2, in contrast with monolinguals who spoke 
English as their L1. As pointed out in Bsharat-Maalouf et al., 
the comparison between monolinguals and bilinguals could be 
problematic because it often includes individuals with varying 
characteristics beyond just their language background. Also, 
recent studies by De Houwer (2023) and Rothman et al. (2023) 
have extensively addressed the challenges associated with using 
monolinguals as a control group when studying multilingual 
language processing. To alleviate this issue, the present study 
adopted a within-participant design, testing both perceptual 
performance and listening effort among Arabic–Hebrew mul-
tilinguals while they listen to various speech stimuli (including 
words, and high and low-predictability sentences) presented in 
both their L1 and L2 in quiet and noisy conditions.

A second limitation highlighted in the Bsharat-Maalouf 
et  al. (2023) review pertains to the various tools used to test 
listening effort. In particular, the review shows that many types 
of measure have been used to examine multilingual listening 
effort, including subjective ratings and behavioral measures 
such as dual task paradigms and reaction times (Kilman et al. 
2015; Lam et al. 2018; Desjardins et al. 2019; Peng & Wang 
2019; Visentin et al. 2019; Oosthuizen et al. 2020; Brännström 
et al. 2021), as well as the objective tool of pupillometry, mea-
suring changes in pupil responses (Schmidtke 2014; Borghini 
& Hazan 2018, 2020; Brännström et al. 2021). As the measure-
ment tool used to assess listening effort has the potential to sub-
stantially influence the observed findings (Wendt et  al. 2016; 
Alhanbali et  al. 2019; Visentin et  al. 2022), attention should 
be given to the selected tool. Guided by previous studies high-
lighting the sensitivity and reliability of the pupillometry as a 
measure of listening effort (Giuliani et  al. 2021; Neagu et  al. 
2023) and in line with the Bsharat-Maalouf et al. review, which 
underscores the consistency of results obtained from this mea-
sure in the context of multilingual listening effort, the present 
study used pupillometry as the prominent index of listening 
effort (for comprehensive reviews on this tool see Van Engen & 
McLaughlin 2018; Winn et al. 2018; Zekveld et al. 2018).

Using pupillometry, Schmidtke (2014) showed that during a 
spoken-word recognition in English task, Spanish (L1)–English 
(L2) bilinguals exhibited delayed pupil responses, indicative of 
increased effort, in their L2 compared with English monolin-
gual individuals. Likewise, two studies by Borghini and Hazan 
(2018, 2020) provided consistent findings among Italian (L1)–
English (L2) bilinguals, with bilingual listeners showing greater 
pupillary dilation, signifying heightened listening effort, in their 

L2 in comparison to their English monolingual counterparts. 
However, one confounding variable that was explicitly raised 
by Borghini and Hazan in relation to the between-participant 
comparisons was the disparity in cognitive abilities among par-
ticipants. This disparity could introduce a source of bias, poten-
tially contributing to the observed differences in listening effort 
between the two groups. Indeed, pupillometry is sensitive to 
interindividual differences including age, hearing status, moti-
vation, level of fatigue, and cognitive abilities (Zekveld et al. 
2011, 2018; Winn et al. 2018). These confounding factors may 
thus limit the generalizability of the previous pupillometry stud-
ies where a between-participant design was used.

To the best of our knowledge, thus far, only the study of 
Francis et  al. (2018) has used a within-participant compari-
son and utilized pupillometry to examine multilingual listen-
ing effort. In that study, listening effort was examined within a 
group of Dutch (L1)–English (L2) bilinguals while listening to 
noisy sentences. They found an increase in pupil dilation when 
changing the target sentences from Dutch to English, indicating 
heightened listening effort in multilingual L2 compared with 
L1. The extent to which these effects extend to simpler speech 
stimuli is unclear given that only sentences were tested in the 
Francis et al. study. Thus, the present study extended the litera-
ture by incorporating a simpler set of speech stimuli consisting 
of single words. This allowed us to isolate potential differences 
in listening effort without the influence of contextual cues typi-
cally present in sentences, a factor that may differ in L1 com-
pared with L2 (Scharenborg & van Os 2019). In addition, our 
study extended the work of Francis et al. by examining multilin-
gual listening effort in both quiet and noisy environments, pro-
viding an important control for listeners’ performance in more 
ideal conditions across their two languages. It thus allowed 
examination of whether multilingual listening effort in L2 is 
increased, even in quiet conditions, where no adverse environ-
mental factors are present. In summary, the first aim of the pres-
ent study was to investigate differences in listening effort within 
multilinguals as they listen to single words in both their L1 and 
L2 under quiet and noisy conditions.

Beyond this core aim, given the challenges multilinguals 
encounter in benefiting from contextual cues in their L2 (Skoe 
& Karayanidi 2019; Bsharat-Maalouf & Karawani 2022b), our 
study also aimed to shed light on the impact of contextual cues 
within sentences on the listening effort experienced by mul-
tilinguals in both of their languages. Whereas this issue has 
been studied in monolinguals (Desjardins & Doherty 2014; 
Johnson et al. 2015; Winn 2016; Holmes et al. 2018; Lau et al. 
2019; Hunter & Humes 2022; Rovetti et al. 2022), the research 
conducted by Borghini and Hazan (2020) is the only study to 
examine how the availability of contextual cues during sentence 
comprehension in noise affects multilingual listening effort. To 
manipulate the availability of contextual cues they used plau-
sible and anomalous sentences and examined such effects on 
monolingual English speakers and Italian native speakers who 
had learned English as an L2. Surprisingly, their findings showed 
that a coherent semantic context within sentences did not reduce 
listening effort for either monolinguals or bilinguals. This was 
evident by a lack of difference in pupillary dilation when process-
ing plausible sentences compared with anomalous ones. This 
finding contradicted previous studies conducted with monolin-
guals, which demonstrated that higher stimulus predictability 
typically led to a reduction in listening effort (Johnson et  al. 
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2015; Winn 2016; Holmes et al. 2018; Rovetti et al. 2022). The 
authors suggested that their choice of using anomalous versus  
plausible sentences rather than high versus low-predictability  
sentences could have contributed to this unexpected result. In 
addition, they acknowledged the possibility that presenting 
plausible and anomalous sentences in separate blocks could 
have affected participants’ anticipation of coherent or incoher-
ent sentences, potentially influencing performance. The authors 
further suggested that the different signal to noise ratios (SNRs) 
at which plausible and anomalous sentences were presented, 
used to ensure comparable levels of intelligibility, may have 
affected the observed pattern. Because the SNR used for the 
plausible sentences was overall more challenging compared 
with the SNR used for anomalous sentences, increased effort 
was required in listening to plausible sentences, potentially 
overshadowing any impact of semantic context on effort.

In the present study, we addressed these acknowledged limi-
tations. Specifically, in addition to assessing single words, we 
included both high and low-predictability sentences presented 
randomly within the same blocks to minimize listener’s expec-
tations. Unlike Borghini and Hazan (2020), we examined lis-
tening effort in noisy conditions under a fixed level of noise, 
ensuring consistent degradation across experimental conditions. 
However, at the same time, we acknowledged the potential dif-
ferences in perceptual accuracy when assessing multilinguals 
in L1 and L2 sentences in noise under the same SNR (Bsharat-
Maalouf & Karawani 2022b). Such differences could poten-
tially confound the assessment of listening effort, as poorer 
perceptual accuracy may result in increased pupillometric mea-
sures (Zekveld et al. 2010; Zekveld & Kramer 2014). However, 
by including a quiet condition assessment in our study, we 
aimed to examine if the effects observed regarding contextual 
cues remain consistent even when speech intelligibility remains 
unaffected and comparable across languages.

In summary, the present study aimed to answer two key 
research questions. First, does listening effort within mul-
tilinguals differ in L1 and L2 in quiet and noisy conditions? 
Second, how does the presence of a constraining context within 
sentences influence multilingual listening effort, and do these 
effects manifest differently in L1 and L2? To examine these 
questions the present study tested a group of Arabic–Hebrew 
multilinguals in both Arabic (L1) and Hebrew (L2), present-
ing words, low-predictability sentences, and high-predictability 
sentences in both quiet and noise conditions. Perceptual per-
formance was assessed alongside pupillometry to measure the 
level of listening effort.

MATERIALS AND METHODS

Participants
Forty-six young adult Arabic–Hebrew–English multilin-

guals (40 females, mean age = 23.09 [3.87], years of formal 
education = 14.86 [1.83]) participated in this study. Data from 2 
additional participants were excluded, one due to self-reported 
hearing impairment and the second due to noncompletion of the 
experimental task.

All participants grew up in exclusively Arabic-speaking 
homes and received education in schools where Arabic was 
the primary instructional language. Around the age of 8, they 
started learning Hebrew through formal instruction and had 
some exposure to Hebrew as it is the majority language in the 

country. At the time of data collection, participants were tak-
ing university-level classes taught in Hebrew. Participants 
learned English as their third language around the age of 9 and 
had exposure to the language through media resources such as 
music, television, and watching movies.

Participants demonstrated greater proficiency in Arabic 
compared with Hebrew as established through self-report 
data collected via the Multilingual Language Background 
Questionnaire (Abbas et  al. 2024) and objective proficiency 
tests including semantic fluency (Gollan et al. 2002; Kavé 2005), 
and a picture naming test (Multilingual Naming Test [MINT] 
Sprint, Garcia & Gollan 2022). See details later (Background 
tasks) and Table 1 for participant characteristics.

None of the participants had any prior knowledge or expo-
sure to any language other than Arabic, Hebrew, and English, 
none reported cognitive or neural disorders, cataracts, or 
hearing loss, and none had taken any drugs or medications 
before the experiment. They also had normal or corrected-
to-normal vision and reported no history of language or 
learning disabilities. In addition, exclusion criteria included 
caffeine consumption less than 3 hours before the testing ses-
sion. These criteria were essential to exclude any potential 
confounding variables on perceptual performance or pupil 
dilation. Participants were recruited through advertisements 
on social media and around campus. They provided informed 
consent in accordance with the university’s ethics committee 
and either received course credit or monetary compensation 
for their participation.

Overview of Experimental Session
The experiment described here constitutes a single session 

of a larger study conducted at the lab. Before participation, 
participants were required to complete a screening form to 
ensure they met the inclusion criteria. Within the experimental 
session, participants completed a listening task, during which 
their pupil size was recorded (as detailed in Experimental task 
procedure), and two proficiency tests (the semantic fluency 
task and the MINT Sprint task, see Background tasks), both in 
Arabic and in Hebrew. Specifically, following the completion 
of the listening task in each language, participants performed 
the corresponding proficiency tests in the same language. The 
order of the two proficiency tests (the semantic fluency task 

TABLE 1. Multilingual participant characteristics (N = 46)

L1 (Arabic) L2 (Hebrew)

Age began to learn the language (yrs) 0 (birth) 7.59 (0.88)
Self-rated proficiency (0–10 scale) 9.76 (0.40) 8.13 (1.02)
Current exposure (%) 61.68 (12.76) 31.63 (10.9)
Current use (%) 51.70 (18.52) 32.22 (14.33)
Semantic fluency (number of items) 22.52 (4.66) 16.85 (4.72)
Mint Sprint Test (range 0–80) 67.67 (6.25) 37.61 (11.9)

Proficiency ratings were averaged across productive and receptive language skills (speak-
ing, reading, speech comprehension, and writing). Exposure percentage was averaged 
across various contexts (work, university, friends, family, and free time), and use percentage 
was averaged across different activities (speaking, reading, writing, social media, music lis-
tening, and TV watching). The percentage for exposure and use does not sum up to 100%, 
as the remaining proportion accounts for usage and exposure to the English language. 
Semantic fluency (Gollan et al. 2002; Kavé 2005) scores were obtained by summing items 
produced for two categories, 1 min per category. Mint Sprint Test (Garcia & Gollan 2022) 
scores were derived by summing the total words produced in two rounds. In all measures, 
there were significant differences (p < 0.01) between L1 and L2 languages. SDs appear in 
parentheses.
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and the MINT Sprint task) within each language was coun-
terbalanced. The order of language administration was coun-
terbalanced across participants. In a subsequent session of the 
experiment, participants filled out a questionnaire to evaluate 
language and background characteristics. The listening task 
in each language took approximately 1 hr to complete, while 
the remaining tasks (proficiency tests and questionnaire) taken 
together took approximately 20 min. During the experimental 
session, all instructions were presented in the participants’ 
native language (Arabic) to ensure their comprehension of 
the listening task and to maintain language consistency across 
participants. In addition, all communication throughout the 
session was naturally conducted in Arabic by a native Arabic 
experimenter.

Stimuli and Tests
Main Experimental Task • 

Experimental task stimuli. 
Single words
Arabic and Hebrew single-word nouns (120 in each lan-

guage) were used in the present study. The stimuli in the differ-
ent languages were not translation equivalents. No cognates or 
false cognates were included to avoid any confusion based on 
phonological similarity across languages (Degani et al. 2018).

The words in both languages were matched in length 
(number of pronounced phonemes), frequency (counts per 
million extracted from arTenTen and heTenTen corpora via 
Sketch Engine [Kilgarriff et al. 2014]), and normed concrete-
ness (all ps ≥ 0.67, see Table 2). Concreteness norms were 
based on the ratings of five native Arabic speakers who rated 
the concreteness of Arabic and Hebrew words using a five-
point scale (ranging from 1 = not concrete at all to 5 = very 
concrete).

To further confirm that native Arabic speakers would be 
familiar with the Hebrew stimuli, 10 additional Arabic stu-
dents were presented with the list of Hebrew words (120 
words in total) and asked to provide translations of each word 
in their native language, Arabic. The results indicated that 
each word received accurate translations from at least 8 out 
of the 10 participants, with an overall 98.9% proper transla-
tion rate.

Sentences
For each single word, two sentences with six words 

each were created, with the target noun always presented in  
sentence-final position. One sentence was designated high pre-
dictability, and one low predictability as detailed later. The final 
list of stimuli is provided in Supplemental Digital Content 1, 
http://links.lww.com/EANDH/B523. Sentences were matched 
in length (number of syllables) across Arabic and Hebrew 

(Table 2) and were created to be plausible, and of simple gram-
matical structure, as verified by 4 native speakers of Arabic and 
4 native speakers of Hebrew, who did not take part in the main 
experiment.

Sentence predictability was established through a norming 
study, following general procedures outlined in Mor and Prior 
(2022). The predictability of Arabic sentences was assessed by 
36 native Arabic speakers, while the predictability of Hebrew 
sentences was assessed by 18 native Arabic speakers and 18 
native Hebrew speakers. In the norming study, each sentence 
was presented with the final word replaced by a blank and 
participants were instructed to complete the sentence with 
the first word that came to mind. Sentences were taken out 
and rewritten if fewer than 60% of the participants produced 
the target word in the high-predictability sentences, or when 
more than 10% of the participants produced the target word in 
the low-predictability sentences. For these revised sentences, 
we then followed the same procedure again until the criteria 
were met. To avoid priming the target word, each participant 
in each norming phase was exclusively presented with either 
high-predictability sentences or low-predictability sentences. 
All Hebrew sentences were completed by a plausible noun 
by Arabic participants, indicating the comprehensibility of 
Hebrew sentences for L2 speakers of the language. The prob-
ability of target words collected from Arabic speakers and 
from Hebrew speakers met the criteria we set, confirming the 
desired predictability levels. Overall, the predictability of sen-
tences was carefully matched across Arabic and Hebrew, see 
Table 2.

Recording
Stimuli were recorded by native female speakers of each 

respective language. The recordings were made using JBL 
Tune 500BT headphones equipped with a microphone in a 
sound-attenuated booth with a 44.1 kHz sample rate and 32-bit 
resolution. The Arabic and the Hebrew speakers were asked to 
produce the stimuli at a natural rate with neutral intonation. 
The Arabic stimuli were recorded in the Southern Levantine 
Arabic dialect, which is the dialect predominantly spoken by 
multilingual Arab individuals in the country (Brustad & Zuniga 
2019). To ensure consistency in recorded stimuli, Praat software 
(Boersma & Weenink 2009) was used to adjust the amplitude 
of each recording, resulting in samples with the same average 
root-mean-square amplitude. The intelligibility of the record-
ings was assessed by 2 native speakers for each language and 
found to be clear and accurate. The durations of single-word 
recordings, as well as the durations of sentence recordings, 
were matched between Arabic and Hebrew (all ps ≥ 0.25, see 
Table 2). In addition, within each language, the durations of 
high and low-predictability sentence recordings were matched 
(ps ≥ 0.27).

TABLE 2. Single words and sentence characteristics in L1 (Arabic) and L2 (Hebrew)

Single Word High-Predictability Sentences Low-Predictability Sentences

Length Freq. Concret. Dur. Length Predic. Dur. Length Predic. Dur.

L1 5.03 (0.63) 58.95 (84.84) 4.84 (0.43) 0.80 (0.09) 16.02 (1.46) 90.11 (10.14) 3.05 (0.17) 15.67 (1.56) 1.11 (2.84) 3.05 (0.18)
L2 5.12 (0.64) 58.42 (77.38) 4.79 (0.5) 0.79 (0.09) 16.46 (1.31) 89.70 (11.14) 3.05 (0.23) 16.1 (1.54) 1.94 (4.12) 3.01 (0.28)
p 0.67 0.82 0.78 0.54 0.127 0.34 0.91 0.19 0.149 0.25

Word length represents number of phonemes; frequency (Freq.) are counts per million (extracted from Sketch Engine Kilgarriff et al. 2014); concreteness (Concret.) rated on a scale of 1 (low)–5 
(high). Sentence length represents the number of syllables per sentence; predictability (Predic.) represents the percentage established in the predictability norming study; duration (Dur.) repre-
sents the recorded stimuli’s duration, in seconds. No significant differences were found between L1 and L2 stimuli (p > 0.05) across all measures. SDs appear in parentheses.
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Noise manipulation
In the listening task, stimuli were presented in quiet and 

noise. In the noise condition, the recorded stimuli were mixed 
with speech-shaped noise via Praat software (Boersma & 
Weenink 2009), at a SNR of 0 dB. To generate the speech-
shaped noise, white noise was filtered to match the long-term 
average spectrum of the stimuli given in each language. The 0 
dB SNR was chosen based on findings in the literature suggest-
ing that this level would be challenging but feasible (not too 
easy nor too difficult) for a range of participant profiles (Garcia 
Lecumberri et  al. 2010), including multilinguals (Bsharat-
Maalouf & Karawani 2022b).

Within each language, three lists of the stimuli were cre-
ated (see Supplemental Digital Content 2, http://links.lww.com/
EANDH/B524, for matching details). These lists were then 
rotated across versions, such that every word was presented 
twice to each participant, albeit under different listening condi-
tions and context levels. As a result, each participant was pre-
sented with all word stimuli twice, and across participants, each 
word was presented in all possible conditions (quiet/noise by 
single/low/high).

Experimental task procedure. Before starting the experi-
mental task in each language, participants had a short practice 
block to familiarize themselves with the listening task. The lan-
guage of stimuli within the practice block was tailored to the 
language of the upcoming listening task.

Participants performed the listening task with eight blocks 
in each language, with language order counterbalanced across 
participants. Within each language, half of the blocks (four) 
were quiet, and half included noise (four), in randomized 
order. Each block consisted of 30 trials, incorporating an even 
mix of single words, high-predictability sentences, and low-
predictability sentences, presented randomly to prevent partici-
pants from anticipating the type of stimulus presented. In total, 
each participant was presented with 240 experimental trials in 
each language: 80 single words (40 in quiet and 40 in noise), 80 
high-predictability sentences (40 in quiet and 40 in noise), and 
80 low-predictability sentences (40 in quiet and 40 in noise). 
Trial order and block order were fully randomized for each 
participant.

During the listening task participants sat in a dimly lit sound-
attenuated booth, in front of a computer screen positioned 
65 cm away. A chinrest was used to reduce movement and 
facilitate reliable pupil size measurement (Winn et  al. 2018). 
Stimuli were binaurally presented to participants via JBL Tune 
500BT headphones at a stable intensity. During the listening 
task, changes in pupil size were recorded using the Eyelink 
Portable Duo (SR Research, Kanata, Ontario, Canada), mon-
ocularly from the pupil of the right eye at a sampling rate of 
1000 Hz. To avoid any confounding effect on the pupil dilation, 
room luminance was stable for all participants and the computer 
screen maintained a constant gray background color (RGB val-
ues: 225, 225, 225).

Participants were first presented with written instructions 
in their native language (Arabic) about the listening task. 
Then, a nine-point calibration procedure was initiated and vali-
dated. Calibration and validation were followed by the prac-
tice block of four trials (including single words and sentences, 
half presented in quiet and half in noise), and then by the eight 
experimental blocks, as explained earlier. Before each trial, a 
drift correction point was displayed to ensure consistent pupil 

tracking throughout the task. Each trial started with a black 
fixation cross followed by 1 sec of either silence or speech-
shaped noise, depending on the block condition. This allowed 
for establishing baseline pupil diameter (Winn et  al. 2018). 
The speech stimulus was then played, while the fixation cross 
remained black. Following stimulus offset, the fixation cross 
continued to be displayed for an additional 3 sec, accompanied 
by either silence or noise, based on the block condition. This 
interval allowed sufficient time for the pupil to reach its max-
imum dilation (Winn et  al. 2018). During the display of the 
black cross, participants were instructed to maintain their gaze 
and focus on the cross. Then, the fixation cross was replaced by 
a question mark (for a maximum time of 5 sec), which signaled 
participants to repeat the stimulus (single word or sentence) 
out loud as accurately as possible. Participants were permitted 
to rest their eyes and shift their gaze when the question mark 
was displayed. The trial ended with a blank screen displayed 
for 1.5 sec (Fig. 1). After confirming that the participant was 
ready to continue, the next trial was initiated by the experi-
menter. Participants were given a short break after each block 
(30 trials) but breaks between trials were also permitted in case 
a participant asked for it. No feedback was given during the 
experimental blocks.

During data collection, the experimenter was able to monitor 
the pupil recording visually and intervene if necessary. When 
needed, the experimenter reminded participants to focus their 
gaze on the center of the screen, not to blink during the fixa-
tion cross, or to adjust their position to enable the eye tracker to 
detect their pupil.

Background tasks. 
Semantic fluency task
Participants were asked to produce as many words as pos-

sible within 1 min in a given language (Gollan et al. 2002; Kavé 
2005). Two fixed semantic categories per language were used: 
occupations and furniture for Arabic, and fruits and sports for 
Hebrew. The categories for each language were chosen based 
on a previous norming study that ensured comparability across 
the pairs of categories. The order of administering the two cat-
egories within each language was randomized. During the task, 
each category was presented on a computer screen, followed 
by an hourglass indicating the time limit (60 sec). The number 
of correct words produced for the two categories within each 
language was summed to obtain a single semantic fluency score 
for each language (Table 1).

MINT sprint
Participants were asked to name a set of 80 pictures dis-

played on a computer screen (Garcia & Gollan 2022). The 
pictures were presented in an 8 by 10 grid and were ordered 
by difficulty, with the easier items appearing on the top rows 
and the more difficult items at the bottom. Participants were 
given a time limit of 3 min to name the pictures, as quickly as 
possible, starting from the top left corner of the screen and 
progressing through each row. After completing the first pass, 
participants were given a second pass, with no time limit, dur-
ing which they could attempt to name any pictures they had 
skipped in the first round. The same set of 80 pictures was 
used across the two languages. The total number of words 
produced in both rounds (ranging from 0 to 80) within each 
language was summed to give a single total score for that lan-
guage (Table 1).
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Multilingual Language Background Questionnaire 
(adapted from The Language Experience and Proficiency 
Questionnaire)

Participants completed a computerized questionnaire (avail-
able at https://osf.io/preprints/psyarxiv/jfk8b, Marian et  al. 
2007; Abbas et al. 2024), which collected demographic infor-
mation, such as age, gender, years of education and parental 
language, and education background, as well as self-ratings of 
language use, exposure, and proficiency in all acquired lan-
guages (Table 1).

Data processing. Participants’ verbal responses were audio-
recorded using a mini universal serial bus recorder to allow 
offline coding. In the case of single words, a score of 1 point 
was assigned to an exact repetition of the word. For high and 
low-predictability sentences, a score of 1 point was assigned to 
each word repeated correctly, and overall sentence accuracy was 
computed as the number of words correctly repeated out of the 
total of six target words in the sentence.

Pupil recording was continuous during the experiment. 
However, the analysis focused on the time window before par-
ticipants were prompted to repeat the stimulus they heard. This 
step was taken to avoid potential confounding effects of motor 
planning and head movements on pupil diameter (Richer & 
Beatty 1985).

Pupil size was recorded by the system in arbitrary units (au), 
which were subsequently converted to millimeters (mm) of 
diameter. The conversion formula that we determined (pupil

(mm)
 

= 0.0022 × pupil
(au)

 + 1.8702) was established by recording arti-
ficial pupils (black circles printed on white paper) of different 
known sizes (Wilschut & Mathôt 2022).

A multistep procedure was used to preprocess the pupil data 
and address missing data, which resulted from participants 
looking away from the screen or when participants closed their 
eyes momentarily (i.e., blinking) (Mathôt & Vilotijević 2022). 
Pupil diameters more than three SDs below the mean diame-
ter of each trial were coded as a blink using the Eyelink Data 
Viewer software (SR Research Ltd., version 4.3.1). Because 
blinks are accompanied by partial occlusion of the pupil, which 

results in unreliable measurements (Siegle et al. 2008; Zekveld 
et al. 2018), we excluded the 100 msec preceding and follow-
ing a blink event. Following this procedure, we excluded trials 
for which more than 25% of observations were missing, result-
ing in the exclusion of 0.2% of the data. Missing values in the 
remaining trials were replaced through linear interpolation, 
that is, the points on either side of a blink were connected by 
a straight line (Mathôt & Vilotijević 2022). Next, we applied a 
four-point moving average smoothing filter over the de-blinked 
data to reduce high-frequency noise (Schmidtke 2018).

Following preprocessing, the average of the last 200 msec 
of the prestimulus period was used to establish a baseline for 
each trial (similar to Van Steenbergen & Band 2013; Shechter 
& Share 2021). This baseline was then subtracted from all sub-
sequent measurements in the trial (baseline corrected values = 
observed pupil size − baseline) to be able to infer the degree 
of pupil dilation in response to the stimulus (also called task-
evoked pupil response, Mathôt & Vilotijević 2022). Thus, in 
each trial, we determined two critical pupil outcome measures: 
peak amplitude (relative to baseline) and peak latency. Peak 
amplitude represents the maximum positive dilation in a trial, 
measured from speech onset until 3 sec after stimulus offset, 
offering insights into the maximum cognitive load experienced 
(Zekveld et al. 2011; Koelewijn et al. 2014, 2015, 2018). Peak 
latency denotes the time taken for the peak dilation amplitude to 
manifest, representing when cognitive resources were deployed 
(Hyönä et  al. 1995). For completeness, the analysis of mean 
pupil dilation (relative to baseline)—representing the average 
pupil dilation throughout the entire trial, from speech onset to 
3 sec after stimulus offset—is reported in Supplemental Digital 
Content 3, http://links.lww.com/EANDH/B525. This analysis 
generally showed patterns consistent with the peak amplitude 
analysis.

Data analysis and model structure. We conducted sepa-
rate analyses for single words and sentences. The difference 
in measurement scales posed potential statistical challenges 
as perceptual accuracy in single words yielded either 0 or 1, 
while sentence accuracy could range from 0 to 6. In addition, 

Fig. 1. Example trial sequence in the listening task. After establishing the pupil baseline, participants heard a stimulus, which they were asked to repeat aloud 
when prompted with a question mark.
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the cognitive demands placed on participants by asking them to 
repeat the stimulus differed between the two types of stimuli. In 
single-word trials, participants were tasked with the relatively 
simpler processes of repeating a single word, whereas in sen-
tence trials, they faced the more complex challenge of repeating 
the entire sentence, requiring sentence-level processing, includ-
ing reliance on contextual cues. Moreover, differences in dura-
tion between trials containing single words and those containing 
sentences make direct comparisons of changes in pupil dilation 
difficult to conduct. Therefore, analysis of single-word pupil 
data aimed to explore listening effort differences in multilin-
guals’ L1 and L2. Conversely, the analysis of sentence-related 
pupil data focused on understanding how sentential context 
modulates these effects.

In the single-word pupil data analysis, we considered only 
trials with correct responses. Thus, any trials where participants 
did not provide any response or repeated the word incorrectly 
were excluded from the analysis. At the sentence level, we 
included pupil responses from trials where participants success-
fully repeated at least three out of six words from the sentence. 
We implemented these criteria to strike a balance between 
ensuring participants paid attention (Zekveld et al. 2010, 2014; 
Wendt et al. 2018) and retaining a high number of trials. After 
applying these exclusion criteria, an average of 89% of trials 
per participant were retained in the analysis (SD = 6.3, range = 
58–97%). We set a minimum threshold of 50% valid trials for 
each condition per participant (i.e., 20 trials) as an inclusion 
criterion, which was met by all participants.

Perceptual performance and pupil data were analyzed using 
linear mixed-effect models, which offer the advantage of simulta-
neously accounting for variance related to participants and items 
(Brown 2021). Single-word accuracy was analyzed using logis-
tic mixed-effects model due to the binary nature of the responses 
(0 = incorrect, 1 = correct). For sentence accuracy, which ranged 
from 0 (= no words repeated) to 6 (all words repeated), we uti-
lized a negative binomial mixed-effects model to account for 
the count nature of the responses (Hilbe 2011). Pupil data were 
recorded continuously, so we used linear mixed-effects models 
with an assumed Gaussian error distribution for analysis.

For single-word models, the fixed effects included listening 
condition (quiet versus noise, with quiet set as the reference) 
and language (Arabic versus Hebrew, with Arabic set as the ref-
erence), along with their interaction. In addition, to control for 
fatigue effects (Wang et al. 2018; Jain & Nataraja 2019) trial 
order was included as a covariate. The random structure of the 
models included by-participant and by-item intercepts, as well 
as by-item slope for condition and by-participant slopes for 
condition and language.

For the sentence models, the same fundamental model struc-
ture was maintained, with the addition of the fixed effect of con-
text (high versus low sentences, with low set as the reference), 
and its interactions with condition and language, as well as by-
participant and by-item random slopes for context. Furthermore, 
in the pupil data sentence model, we included perceptual accu-
racy as a covariate due to the adoption of fixed noise level (SNR 
= 0 dB), which has the potential to introduce variations in per-
ceptual accuracy (Bsharat-Maalouf & Karawani 2022b) and 
consequently confound pupil responses (Zekveld et  al. 2010; 
Zekveld & Kramer 2014). Thus, by including perceptual accu-
racy as a covariate, we aimed to test listening effort above and 
beyond differences in perceptual accuracy.

To address convergence issues with the models including the 
maximal random structure, we used the buildmer function from 
the buildmer package (version 2.8; Voeten 2019) in R (version 
4.2.2; R Core Team 2021). This function uses the (g)lmer func-
tion from the lme4 package (version 1.1-32; Bates et al. 2015) 
to select the random structure using backward stepwise elimina-
tion starting from the most complex model and systematically 
simplifying the random slopes until the model reaches conver-
gence. Once the maximally converging model has been identi-
fied, the function calculates p values for all fixed effects based 
on Satterthwaite degrees of freedom using the lmerTest package 
(version 3.1-3; Kuznetsova et al. 2017), or the Wald degrees of 
freedom for binomial distribution. We used the “include” sub-
command to maintain all critical fixed effects in the model and 
allow evaluation of their contribution. To test interactions and 
examine pairwise comparisons, the selected model was refitted 
using (g)lmer and followed by the testInteractions function from 
the phia package (version 0.2-1; De Rosario-Martinez et  al. 
2015) with Bonferroni adjustments for multiple comparisons.

Model summaries (obtained from the summary function) 
for perceptual and pupillometry data are presented in Tables 3 
and 4. Note that, because fixed effects were dummy-coded, the 
effects presented in these tables reflect simple effects rather 
than main effects. The main effects of each fixed variable were 
obtained from the chi-square test (for perceptual data) and the 
anova function (for pupil data) and are presented in the text. 
Significance was evaluated with an alpha level of 0.05. Figure 2 
and Supplemental Digital Content 4, http://links.lww.com/
EANDH/B526, present descriptive statistics for perceptual per-
formance and pupillometry. Supplemental Digital Content 5, 
http://links.lww.com/EANDH/B527, provides a summary table 
of the results.

RESULTS

Single Word—Perception and Pupillometry
Perception • Significant main effects were observed for listen-
ing condition [χ2 (1) = 250.870, p < 0.001] and language [χ2 (1) 
= 21.336, p < 0.001] in the perception of single words, demon-
strating better performance in quiet compared with noise and 
for L1 compared with L2 single words (Fig. 2). The interaction 
between listening condition and language did not reach statisti-
cal significance [χ2 (1) = 2.474, p = 0.115].

Pupillometry (Peak Amplitude) • Significant main effects 
were observed for listening condition [F(1,48.051) = 38.736, 
p < 0.001] and language [F(1,49.372) = 16.384, p < 0.001] 
on peak amplitude. A significant interaction between listen-
ing condition and language [F(1,48.57) = 4.816, p = 0.033] 
qualified these effects. Pairwise comparisons with Bonferroni 
corrections showed that L2 pupil amplitudes were significantly 
larger compared with L1 in both quiet (value = −0.013, χ2 = 
5.640, p = 0.035) and noise (value = −0.028, χ2 = 18.340, p < 
0.001), but that the effect was more pronounced in noise, see 
Figures 2 and 3.

Pupillometry (Peak Latency) • A significant main effect was 
observed for listening condition on peak latency [F(1,45.2) = 
5.262, p = 0.026], indicating delayed peaks in noise compared 
with quiet. Neither the main effect of language [F(1,6447.1) =  
1.000, p = 0.317] nor the listening condition by language inter-
action [F(1,6450.3) = 0.471, p = 0.492] reached statistical 
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significance (see Supplemental Digital Content 5, http://links.
lww.com/EANDH/B527).

Summary of Single-Word Results • Listening in quiet condi-
tions was easier compared with noisy conditions, supported by 
perceptual and pupillometry findings. While perceptual mea-
sures showed no differences between L1 and L2 single words, 
differences between languages emerged in peak amplitude, indi-
cating increased effort in L2 compared with L1 in both quiet 
and noise. Moreover, differences in peak amplitudes between 

L1 and L2 became more pronounced when listening to words 
presented in noise compared with words presented in quiet.

Sentences—Perception and Pupillometry
Perception • Significant main effects were observed for listen-
ing condition [χ2 (1) = 1549.209, p < 0.001] and language [χ2 (1) = 
486.596, p < 0.001] in the perception of sentences. Furthermore, 
a main effect of context was observed [χ2 (1) = 3.767, p = 0.05]. 
These effects were qualified by significant two-way interactions 

TABLE 3. Model summary for single words perception and pupillometry

Perception Peak Amplitude Peak Latency

b (SE) z p b (SE) t p b (SE) t p

Fixed effects
  Intercept 6.868 (0.443) 15.476 <0.001 0.197 (0.007) 25.289 <0.001 1641.77 (48.620) 33.767 <0.001
  Condition(noise) −3.835 (0.398) −9.619 <0.001 0.016 (0.004) 3.809 <0.001 72.50 (46.840) 1.548 0.125
  Language(Hebrew) −0.339 (0.580) −0.584 0.558 0.013 (0.005) 2.375 0.021 −44.05 (35.210) −1.251 0.211
  Condition(noise): 

language(Hebrew)

−0.851 (0.541) −1.573 0.116 0.014 (0.006) 2.195 0.033 35.86 (52.220) 0.687 0.492

Control variable
  Trial order 0.200 (0.058) 3.451 0.001 −0.012 (0.001) −9.353 <0.001 −24.28 (14.550) −1.669 0.095

Var. (SD) Corr. Var. (SD) Corr. Var. (SD) Corr.
Random effects
  Item(intercept) 2.575 (1.605) 0.001 (0.005) 0.002 (0.044)
  Item: condition(noise) — 0.001 (0.013) −0.03 —
  Participant(intercept) 0.198 (0.445) 0.002 (0.051) 79,700 (282.300)
  Participant: language(Hebrew) — 0.001 (0.033) −0.05 —
  Participant: condition(noise) — 0.001 (0.021) 0.08 0.29 40,050 (200.100) −0.12
  Participant: language(Hebrew): 

condition(noise)

— 0.001 (0.034) 0.27 −0.38 −0.39 —

Fixed effects reflect simple effects relative to the reference level when other variables are at their reference level without correction for multiple comparisons. For main effects, see χ², F, and 
p values in the text. For the mean pupil model refer to Supplemental Digital Content 3, http://links.lww.com/EANDH/B525. Bold values indicate effects that are statistically significant, with p 
values less than 0.05.

TABLE 4. Model summary for sentences perception and pupillometry

Perception Peak Amplitude Peak Latency

b (SE) z p (z) b (SE) t p (t) b (SE) t p (t)

Fixed effects
  Intercept 1.761 (0.011) 150.234 <0.001 0.402 (0.013) 29.936 <0.001 2690.78 (88.71) 30.334 <0.001
  Condition(noise) −0.152 (0.014) −10.710 <0.001 0.027 (0.005) 5.244 <0.001 466.27 (66.97) 6.963 <0.001
  Language(Hebrew) −0.018 (0.014) −1.337 0.181 0.042 (0.009) 4.640 <0.001 565.50 (87.89) 6.434 <0.001
  Context(high) 0.017 (0.013) 1.281 0.200 0.005 (0.003) 1.562 0.118 95.92 (50.65) 1.894 0.058
  Condition(noise): 

language(Hebrew)

−0.303 (0.021) −14.452 <0.001 −0.015 (0.004) −3.070 0.002 −492.82 (76.10) −6.476 <0.001

  Condition(noise): context(high) 0.059 (0.019) 3.030 0.002 −0.003 (0.004) −0.784 0.433 −159.89 (72.31) −2.211 0.027
  Language(Hebrew): 

context(high)

0.001 (0.019) 0.074 0.941 0.006 (0.004) 1.474 0.141 −11.55 (71.43) −0.162 0.871

  Condition(noise): 
language(Hebrew): context(high)

−0.172 (0.029) −5.816 <0.001 −0.001 (0.006) −0.149 0.881 237.62 (106.33) 2.235 0.025

Control variable
  Trial order 0.016 (0.003) 4.355 <0.001 −0.017 (0.001) −16.709 <0.001 −57.86 (18.63) −3.105 0.001
  Perception* — — — −0.002 (0.001) −2.433 0.014 −86.70 (15.43) −5.617 <0.001

Var. (SD) Corr. Var. (SD) Corr. Var. (SD) Corr.
Random effects
  Item(intercept) 0.001 (0.027) 0.001 (0.009) 18,131 (134.6)
Participant(intercept) 0.001 (0.041) 0.008 (0.089) 291,011 (539.5)
  Participant: 

language(Hebrew)

— 0.003 (0.056) 0.09 222,367 (471.6) −0.16

  Participant: condition(noise) — 0.001 (0.027) 0.14 0.05 77,385 (278.2) −0.25 0.10

Fixed effects reflect simple effects relative to the reference level when other variables are at their reference level without correction for multiple comparisons. For main effects, see χ², F, and 
p values in the text. For the mean pupil model refer to Supplemental Digital Content 3, http://links.lww.com/EANDH/B525. Bold values indicate effects that are statistically significant, with p 
values less than 0.05.
*Perceptual accuracy was included as a covariate in the pupillometry models.
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between listening condition and language [χ2 (1) = 677.096, p < 
0.001), context and language [χ2 (1) = 22.852, p < 0.001) as well 
as a three-way interaction involving language, listening condi-
tion, and context [χ2 (1) = 33.633, p < 0.001], see Supplemental 
Digital Content 5, http://links.lww.com/EANDH/B527. Pairwise 
comparisons with Bonferroni corrections revealed no significant 
differences between high and low-predictability sentences in the 
quiet condition in L1 (value = 0.982, χ2 = 1.642, p = 0.799) or in 
L2 (value = 0.981, χ2 = 1.904, p = 0.670). In noise, however, sig-
nificant differences between sentence types emerged, revealing 
distinct patterns in L1 compared with L2. As shown in Figure 2, 
in noise, multilinguals in L1 had significantly better accuracy in 
high-predictability sentences compared with low-predictability 
sentences (value = 0.925, χ2 = 28.865, p < 0.001), but in L2, 
accuracy in high-predictability sentences was significantly 
worse than in low-predictability sentences (value = 1.098, χ2 = 
28.177, p < 0.001).

Pupillometry (Peak Amplitude) • Significant main effects 
were observed for listening condition [F(1,54.9) = 15.422, 
p < 0.001], language [F(1,47.9) = 18.888, p < 0.001] and con-
text [F(1,12965.2) = 13.999, p < 0.001] on peak amplitude, 
see Supplemental Digital Content 5, http://links.lww.com/
EANDH/B527. These effects were qualified by a significant 
two-way interaction between listening condition and language 
[F(1,13075.9) = 17.517, p < 0.001]. Pairwise comparisons 
with Bonferroni corrections showed that in quiet, signifi-
cantly larger peak amplitudes (value = −0.045, χ2 = 26.960, 
p < 0.001) were observed in L2 compared with L1, but these 
language-based differences became smaller in the noise condi-
tion (value = −0.029, χ2 = 11.042, p = 0.001). The context-by-
language interaction [F(1,12972.8) = 3.351, p = 0.06] and the 
three-way interaction between language, listening condition, 
and context did not reach significance [F(1,12954.8) = 0.022, 
p =.881].

Fig. 2. Descriptive statistics for perceptual accuracy, peak amplitude, and peak latency for single words (upper panels) and sentences (lower panels) in both 
quiet and noise conditions. Error bars represent SD. Asterisks denote significant higher-order interactions; for simple main effects or interactions, refer to 
Supplemental Digital Content 5, http://links.lww.com/EANDH/B527. Significant differences are indicated by ***p < 0.001, **p < 0.01, *p < 0.05.
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Pupillometry (Peak Latency) • Significant main effects were 
observed for listening condition [F(1,63.7) = 13.925, p < 0.001],  
language [F(1,52.9) = 23.088, p < 0.001] and context 
[F(1,12971.9) = 6.858, p = 0.008] on peak latency. These effects 
were qualified by significant two-way interaction between lis-
tening condition and language [F(1,13066.5) = 42.106, p < 
0.001], context and language [F(1,12981.5) = 4.072, p = 0.04] 
as well as a three-way interaction involving language, listening 
condition, and context [F(1,12964.6) = 4.993, p = 0.025] see 
Supplemental Digital Content 5, http://links.lww.com/EANDH/
B527. Pairwise comparisons with Bonferroni corrections 
revealed that in L1, peak latency did not differ between high 
and low-predictability sentences in quiet (value = −95.915, χ2 = 
3.586, p = 0.232) or in noisy conditions (value = 63.979, χ2 = 
1.521, p = 0.869). In contrast, in L2, peak latency was affected 
by predictability in noisy conditions, suggesting increased effort 
in noisy high-predictability sentences compared with low- 
predictability sentences. Specifically, while in quiet, the differ-
ences in peak latencies between high-predictability sentences 
and low-predictability sentences were not significant (value = 
−84.362, χ2 = 2.795, p = 0.378), in noise, the peak latency of 
high-predictability sentences was significantly more delayed 
than that of low-predictability sentences (value = −162.088,  
χ2 = 7.560, p = 0.023), see Figures 2 and 4.

Summary of Sentence Results • In line with the findings of 
single words, listening to sentences in quiet was easier compared 
with the noise condition. Larger pupil dilation and delayed peak 
responses were observed during the processing of L2 sentences 
(even after accounting for differences in perceptual accuracy). 
Context had no influence on accuracy in quiet for either L1 or 
L2, possibly due to a ceiling effect. However, in noisy condi-
tions, increased contextual support facilitated accuracy in the 
L1 but resulted in decreased accuracy in the L2. Further, con-
textual modulation did not influence pupil measures in L1. In 
L2, however, more effort was exerted on high-predictability sen-
tences compared with low-predictability sentences.

DISCUSSION

The present study aimed to examine the listening effort 
exerted by multilingual individuals in quiet and noisy listening 
conditions in their L1 and L2. Using single words, our objective 
was to examine differences in listening effort without the influ-
ence of contextual cues available to the listeners in sentences. 
Conversely, by utilizing high and low-predictability sentences, 
we aimed to examine how the presence of a constraining con-
text influences multilinguals’ listening effort, and whether these 
effects manifest differently in L1 and L2. To answer these ques-
tions, the present study tested a group of Arabic (L1)–Hebrew 
(L2) young adult multilinguals on their perceptual performance, 
as well as on the listening effort they exerted in each of the two 
languages, using pupillometry.

Our findings, summarized in Supplemental Digital Content 
5, http://links.lww.com/EANDH/B527, and further elaborated 
upon in the following sections, showed that, as expected, listen-
ing in quiet was easier than listening in noise. Specifically, per-
ceptual accuracy was significantly better in quiet than in noise, 
with smaller and earlier pupil responses, indicative of reduced 
listening effort. Multilinguals showed differences in perceptual 
performance between their L1 and L2, particularly notable in 
noisy conditions, and under heightened stimulus demands. 
Specifically, while perceptual accuracy reached ceiling levels 
in L1 and L2 in quiet conditions and was comparable in L1 
and L2 in single words presented in noise, differences emerged 
when encountering sentences in noise, with lower accuracy for 
L2 sentences compared with L1 sentences. Pupil measures indi-
cated increased listening effort for L2 stimuli compared with L1 
stimuli. This difference was evident even in the quiet condition, 
where perceptual accuracy was similar and at the ceiling for 
both languages.

In addition, in noisy conditions, increased contextual sup-
port enhanced accuracy in the L1 but resulted in decreased 
accuracy in the L2. Contrary to our original hypothesis, contex-
tual modulation did not influence pupil measures in L1, while 

Fig. 3. Mean pupil response over time (in msec) in quiet and noise for L1 (Arabic) and L2 (Hebrew) single words. On the x axis −200 represents the baseline 
period and 0 denotes word onset. The vertical dashed line represents word offset. Asterisks denote significant higher-order interactions; for simple main effects 
or interactions, refer to Supplemental Digital Content 5, http://links.lww.com/EANDH/B527. ***p < 0.001; **< 0.001.
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in L2, more effort was exerted in listening to high-predictability 
sentences compared with low-predictability sentences.

Effects of Noise and Language on Speech Perception 
and Effort

Our findings showed a notable decline in speech perception 
when individuals are exposed to background noise, accompa-
nied by an increased effort during the listening process. These 
findings are consistent with prior research (Shimizu et al. 2002; 
Klatte et  al. 2010; Koelewijn et  al. 2012; Mattys et  al. 2012; 
Zekveld & Kramer 2014; Borghini & Hazan 2018; Bsharat-
Maalouf & Karawani 2022b; Neagu et  al. 2023) and align 
with the ELU model (Rönnberg et  al. 2008, 2013, 2019). In 
addition, multilinguals exhibited differences in processing L1 
and L2 sentences, with lower accuracy in L2 compared with 
L1, particularly under adverse listening conditions. This pat-
tern is consistent with the results of prior work (Rogers et al. 
2006; Rosenhouse et  al. 2006; Weiss & Dempsey 2008; Shi 
& Sanchez 2010; Tabri et  al. 2015; Desjardins et  al. 2019; 
Bsharat-Maalouf & Karawani 2022a, b). Of note, the interac-
tion between language and condition did not reach significance 
in the single-word perceptual analysis, suggesting a similar det-
rimental effect of noise on L1 and L2. While a direct compari-
son between single words and sentences was not feasible in the 
present study, these findings imply that when dealing with sim-
pler stimuli, such as single words in the present study, the dif-
ferences between L1 and L2 perception may be less pronounced 
or even absent. However, when the complexity of the speech 
stimulus increases (as seen in sentences), multilinguals in their 
L2 may encounter more perceptual challenges within noisy 
conditions (see also Krizman et al. 2017; Bsharat-Maalouf & 
Karawani 2022b).

The present pupillometry results further suggest increased 
effort in L2, evident in larger peak amplitudes as well as lon-
ger peak latencies compared with L1. This aligns with exist-
ing research comparing bilinguals to monolinguals (Schmidtke 
2014; Borghini & Hazan 2018, 2020; Lam et  al. 2018; 
Desjardins et al. 2019; Peng & Wang 2019; Visentin et al. 2019; 
Brännström et  al. 2021), demonstrating increased listening 
effort in bilinguals’ L2. However, one contribution of our study 
lies in the utilization of the within-participant design, wherein 
multilingual individuals served as their own control, reduc-
ing confounding variables often seen in between-participant 
comparisons (Borghini & Hazan 2018; Bsharat-Maalouf et al. 
2023). This approach is particularly important for pupillometry, 
given its sensitivity to interindividual differences (Zekveld et al. 
2011, 2018; Winn et al. 2018).

Nonetheless, the within-participant design necessitated the 
use of different stimuli across languages, which could have 
contributed to the observed differences between L1 and L2. To 
mitigate this concern, in addition to carefully matching Arabic 
and Hebrew stimuli, we supplemented our findings with data 
from a control group of native Hebrew young adults, who 
completed the listening task in Hebrew (their L1). As shown 
in Supplemental Digital Content 6, http://links.lww.com/
EANDH/B528, comparative analyses showed significant differ-
ences between the multilingual participants (tested in Hebrew, 
their L2) and the control group (tested in Hebrew, their L1), 
with lower perceptual accuracy (in noise) and higher listening 
effort for multilinguals. These findings show that performance 
was not driven by language-specific characteristics, but instead 
follow L1 versus L2 and resemble previous studies utilizing a 
between-participant comparison examining the same language 
across participants (Schmidtke 2014; Borghini & Hazan 2018, 
2020; Lam et al. 2018; Desjardins et al. 2019; Peng & Wang 

Fig. 4. Mean pupil response over time (in msec) for L1 (Arabic) and L2 (Hebrew) high and low-predictability sentences in quiet and noisy conditions. On 
the x axis −200 represents the baseline period, and 0 denotes sentence onset. The vertical dashed line represents sentence offset. Asterisks denote significant 
higher-order interactions; for simple main effects or interactions, refer to Supplemental Digital Content 5, http://links.lww.com/EANDH/B527. **p < 0.01.
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2019; Visentin et al. 2019; Brännström et al. 2021). Moreover, 
findings from Bsharat-Maalouf and Karawani’s (2022b) study 
on multilinguals with backgrounds akin to our sample sug-
gested that differences in performance between Arabic and 
Hebrew among Arabic (L1)–Hebrew (L2) individuals are 
unlikely attributable to stimuli variations. Thus, given the find-
ings of the control group of native Hebrew speakers and after 
considering the findings of Bsharat-Maalouf and Karawani, it is 
unlikely that the L1-L2 differences observed here can be attrib-
uted to variations in the language of the stimuli (Arabic versus 
Hebrew).

Our study extended the research conducted by Francis et al. 
(2018), the only previous study to utilize pupillometry and 
within-participant comparisons when testing multilinguals’ lis-
tening effort. While Francis et al. focused solely on sentences in 
noisy conditions, our study exemplified increased effort in L2 
with single words when the involvement of contextual support 
is unlikely. Moreover, by including both quiet and noisy condi-
tions, our findings showed greater L2 effort even when multilin-
guals listened to stimuli in the absence of external noise. Thus, 
even in the absence of adverse listening conditions, L2 listening 
appeared to necessitate a higher cognitive effort compared with 
L1. As suggested in the introduction, the increased listening 
effort in L2 may be related to factors that hold the potential to 
impact the matching process in the ELU model, either inde-
pendently or interactively. One such factor could be the quality 
of stored representations. As presented in Table 1, multilinguals 
exhibited lower language experience in L2 compared with L1 
across various metrics, including the age of language acquisi-
tion, proficiency, exposure time, and usage patterns, all of which 
could contribute to less precise representations in L2 compared 
with L1. This disparity in language experience may hamper the 
ease of matching the incoming signal with stored representa-
tions (Rönnberg et al. 2008, 2013, 2019), increasing listening 
effort in L2. In addition, the heightened competition due to 
language co-activation, particularly evident in L2 (Blumenfeld 
& Marian 2013; e.g., Marian & Spivey 2003; Weber & Cutler 
2004; Shook & Marian 2012, 2013; Chen et al. 2017) can intro-
duce difficulties in accessing a specific stored representation, 
requiring the engagement of explicit processes to complete 
lexical access (see also, Zhang & Samuel 2018). Thus, the find-
ings from our single-word data suggest that either the quality 
of stored representations or the heightened competition due to 
language co-activation, or possibly both, could be contributing 
factors to the increased effort observed in L2. To examine the 
role of the third proposed factor, namely multilinguals’ ability 
to rely on top-down contextual support, we turn to examine our 
findings from the sentence data.

Effect of Context on Speech Perception and Effort
Our perceptual findings indicated that the effect of contextual 

cues was not consistent across listening conditions. In particu-
lar, in quiet, there were no differences in accuracy between high 
and low-predictability sentences in either the L1 or the L2. This 
could possibly be due to a ceiling effect, as performance in quiet 
was rather high. However, under noisy conditions, more contex-
tual cues within the sentences appeared to enhance accuracy in 
L1 but to diminish accuracy in L2. The difficulty faced by multi-
lingual individuals in utilizing contextual cues in their L2 under 
adverse listening conditions aligns with previous studies (Mayo 

et al. 1997; Bradlow & Alexander 2007; Shi 2010; Schmidtke 
2016; Kousaie et al. 2019; Skoe & Karayanidi 2019; Bsharat-
Maalouf & Karawani 2022b). Notably, earlier studies outlined 
this difficulty by either revealing no differences across context 
levels (Bsharat-Maalouf & Karawani 2022b) or highlighting 
a persistence of the predictability context benefit in the L2 of 
multilinguals, albeit to a lesser extent than observed in mono-
linguals (Schmidtke 2016; Skoe & Karayanidi 2019). Here, in 
contrast, we observed interference caused by the presence of 
context, resulting in lower accuracy in high-predictability sen-
tences compared with low-predictability sentences in the L2. 
This discrepancy might be explained by nuanced differences in 
experimental conditions and task demands. For example, unlike 
Bsharat-Maalouf and Karawani (2022b), we used speech-shaped 
noise instead of babble noise, potentially influencing mask-
ing effects and perceptual performance. In addition, diverging 
from previous research that primarily emphasized the repeti-
tion of the final word in a sentence (Schmidtke 2016; Skoe & 
Karayanidi 2019), our study required participants to repeat the 
entire sentence. This deliberate choice aimed to prevent partici-
pants from solely concentrating on the last word, which would 
have compromised the utility of the pupil data collected. This 
higher load on memory may have overshadowed the anticipated 
advantages of contextual cues in the L2. These methodologi-
cal nuances necessitate further investigation to understand the 
factors influencing multilingual perceptual performance under 
diverse conditions.

The present study goes beyond testing the effect of con-
text on perceptual performance to examine the involvement of 
listening effort when processing stimuli with high contextual 
support. The presence of contextual cues within sentences may 
offer two alternative possibilities regarding listening effort. The 
first possibility would be that listening to high-predictability 
sentences would demand less effort, as the presence of context 
facilitates easier access to sentence meaning when compared 
with low-predictability sentences (Winn 2016). According to 
this hypothesis, the presence of contextual cues should limit 
the number of candidate words, thus reducing the lexical search 
space (Rovetti et  al. 2022), and the likelihood of mismatches 
(Rönnberg et al. 2019). Conversely, a second possibility is that 
listening to high-predictability sentences may be associated 
with increased listening effort compared with low-predictability 
sentences, as the reliance on contextual strategies necessitates 
greater reliance on higher-level processing in the ELU model.

Our pupil findings suggest that sentential context affected 
multilinguals’ listening effort in the L2, but not in their L1. In par-
ticular, in L1, no significant differences were observed in pupil 
measures between high and low-predictability sentences, devi-
ating from the expectations of the two possibilities mentioned 
earlier. Thus, the hypothesis by which listeners may capitalize 
on contextual cues to reduce the lexical search space (Rovetti 
et  al. 2022) or the likelihood of mismatches (Rönnberg et  al. 
2019) may not hold true for multilingual individuals processing 
their native language, and may be limited to monolingual speak-
ers only. Considering the presence of language co-activation, 
multilingual individuals might experience heightened competi-
tion even in their L1, relative to monolingual speakers. Thus, 
whereas in monolinguals, the presence of contextual cues may 
succeed in limiting the number of candidate words, reducing 
the lexical search space and mismatches, in the case of multi-
linguals, even within their L1, the efficiency of contextual cues 
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may be reduced (for no context effects in multilinguals’ L1 dur-
ing visual processing see Norman & Degani 2024). This idea 
aligns with the suggestion by Van Assche et  al. (2016), who, 
in their review, highlighted studies indicating that the semantic 
constraint of a sentence does not necessarily restrict multilin-
gual language co-activation.

In addition, it is plausible that both hypothesized processes 
regarding context and listening effort are occurring simultane-
ously, thereby offsetting each other and resulting in no change in 
effort in L1. On the one hand, contextual cues in L1 might help 
reduce the lexical search space, simplifying the retrieval of sen-
tence meaning. On the other hand, the reliance on these contex-
tual strategies may necessitate greater higher-level processing. 
This increased cognitive demand could counteract the benefits 
of reduced lexical search, leading to no significant differences 
in listening effort between high and low-predictability sentences 
in multilinguals’ L1.

It is interesting that the pupil data in the present study did 
indicate contextual influences on listening effort in the L2. In 
particular, increased effort was observed in high-predictability 
sentences compared with low-predictability sentences, sup-
porting the idea that relying on context in high-predictability 
sentences engages explicit cognitive processes, requiring 
additional effort. At the same time, the lower effort observed 
in low- predictability sentences may indicate participants’ dis-
engagement from the task upon recognizing the lower pre-
dictability of those sentences. The mental states of listeners, 
including motivation and engagement, have been suggested to 
significantly influence listening effort (Zekveld & Kramer 2014; 
Koelewijn et al. 2015; Ohlenforst et al. 2017, 2018; Ayasse et al. 
2021; Micula et al. 2021, 2022; Relaño-Iborra et al. 2022), as 
highlighted by the Model of Listening Engagement (Herrmann 
& Johnsrude 2020) and the Framework for Understanding 
Effortful Listening (Pichora-Fuller et al. 2016). These models 
emphasize that when individuals perceive listening goals as 
unattainable, their engagement and motivation may decrease, 
influencing the allocation of cognitive resources (even when 
such resources are available). In the present study, we attempted 
to maintain consistent motivation and engagement in high and 
low-predictability sentences by randomizing their presenta-
tion within each block, following the limitation highlighted in 
Borghini and Hazan (2020). Nonetheless, it should be noted 
that high and low-predictability sentences used in this study dif-
fered in the first part of the sentence (the words leading up to the 
target word, see Supplemental Digital Content 1, http://links.
lww.com/EANDH/B523). Consequently, it is plausible that 
the reduced content in the first part of low-predictability sen-
tences, compared with high-predictability ones, might lead par-
ticipants to engage less when listening to the low-predictability 
sentences, thereby reducing their effort. To delve deeper into 
this possibility, future studies should go beyond merely ran-
domizing the presentation order of high and low-predictability 
sentences. They should explore participants’ motivation levels 
while listening to these sentences and examine how this factor 
modulates listening effort. Furthermore, as the present study, 
along with Borghini and Hazan, marks the initial attempts to 
explore how contextual cues affect listening effort among mul-
tilinguals, further research in this area is essential to validate 
and expand upon our findings. Future directions should include 
comparative analyses of how contextual cues influence multi-
lingual listening effort in their L1 compared with monolinguals. 

In addition, integrating additional measures of effort would be 
advantageous, allowing for a comprehensive examination of 
potential differences in L1 that may not have been observed 
using the pupillometry measure alone. This is crucial, given that 
different measures of effort may capture distinct dimensions of 
the construct (Alhanbali et al. 2019).

Dissociations Between Perception and Listening Effort
Our findings underscore a notable dissociation between the 

concepts of speech perception and listening effort, affirming the 
study by Winn and Teece (2021). Specifically, in quiet condi-
tions where perceptual performance was at ceiling, we observed 
increased listening effort when processing L2 relative to L1 
speech stimuli. In noisy environments, this heightened listening 
effort for L2 stimuli persisted even when considering trials with 
accurate perception, as evident in the single-word analysis, and 
when accounting for perceptual differences, as demonstrated in 
the sentence analysis. Furthermore, when sentential contextual 
cues were considered, our results emphasize that listening effort 
does not always align with an individual’s perceptual perfor-
mance. Specifically, in L1, the perceptual outcomes revealed 
advantages in high-predictability sentences compared with low-
predictability sentences in noise, but measures of listening effort 
across both sentence types did not differ significantly. Further, 
in L2, despite the heightened effort observed when listening to 
high-predictability sentences compared with low-predictability 
sentences, this increased effort did not translate into enhanced 
perceptual performance. Together, these findings underscore 
the significance of exploring listening effort beyond speech per-
ception, as these two concepts may provide valuable insights 
into the challenges faced by multilinguals in speech processing, 
which may not always be aligned with each other.

Implications, Limitations, and Future Directions
The multilingual participants tested in the present study 

were enrolled in university courses conducted in their L2 at the 
time of testing. While these participants may appear to uphold 
a good level of perceptual performance in such an environment, 
the current results suggest that this comes at a greater cogni-
tive cost than that required when processing L1. This finding 
bears significant implications for both educational and clinical 
contexts, as the increased effort needed in L2 may have nega-
tive consequences, such as increased mental fatigue and dimin-
ished ability for multitasking. This holds particular relevance in 
today’s increasingly globalized world, where a growing number 
of individuals live, work, and socialize in environments where 
their L2 is predominant. In addition, the growing presence of 
multilingual individuals in clinical settings (Douglas 2011; 
Bunta et  al. 2016; Hisagi et  al. 2024) highlights the impor-
tance of effectively understanding and addressing the increased 
effort involved in L2 listening. Audiologists, speech-language 
pathologists, and educational institutions can implement vari-
ous approaches to alleviate this increased effort. These may 
include providing assessment materials and instructions in 
the multilingual’s L1 whenever possible, offering breaks to 
prevent mental fatigue, and integrating visual aids in the mul-
tilingual’s L1. Moreover, mitigating adverse conditions, such 
as reducing environmental noise or encouraging multilinguals 
to avoid sources of noise whenever feasible, can substantially 
reduce listening effort for L2 listeners. By implementing these 
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approaches, better support for the diverse linguistic needs of 
multilingual populations can be provided, leading to more 
accurate and equitable outcomes in clinical and educational 
contexts.

Furthermore, the significance of accounting for listen-
ing effort becomes particularly evident when reflecting on the 
design of our study. In the present study, we introduced speech-
shaped noise as the adverse listening condition, and we chose 
sentences as our intricate speech stimuli for examination. These 
choices were made to target perceptual performance that is chal-
lenging but manageable for multilinguals. However, it is crucial 
to acknowledge that real-world scenarios involve more complex 
forms of adverse conditions, like babble noise, accented speech, 
and reverberation, in conjunction with more complex speech 
stimuli, such as narratives, lectures, and conversations. Thus, it 
is reasonable to assume that in real-life situations, multilingual 
individuals in their L2 may need to exert substantially greater 
effort than what our present study suggests, underscoring the 
need for future research examining a broader spectrum of real-
life communicative contexts involving greater acoustic and lin-
guistic complexities.

Some limitations of the present study should be consid-
ered. While the current findings underscore heightened listen-
ing effort in L2 compared with L1, the potential influence of 
nuances within the linguistic background and experience of 
multilingual individuals in their L2 cannot be dismissed. These 
sources of variability may modulate listening effort, suggest-
ing a compelling avenue for further exploration. Also, native 
Hebrew speakers—who speak fewer languages than our par-
ticipants—demonstrated higher accuracy in their L1 compared 
with our multilingual participants tested in their L1 (see percep-
tual accuracy in Supplemental Digital Content 6, http://links.
lww.com/EANDH/B528, compared with Fig. 2). This finding 
aligns with Bsharat-Maalouf and Karawani (2022b), which sug-
gests that as multilinguals speak more languages, their percep-
tual performance in L1 may decline due to reduced exposure 
to each language or greater competition between known lan-
guages. However, this relationship in terms of listening effort 
remains unexplored. Therefore, further investigation into this 
aspect offers a promising direction for future research.

CONCLUSIONS

Using pupillometry, this study revealed increased listen-
ing effort in multilingual individuals when processing words 
and sentences in their L2 compared with L1, in both quiet and 
noisy conditions. Notably, contextual cues within sentences, 
particularly in multilingual L2, had an additional impact, with 
high-predictability sentences resulting in increased effort com-
pared with low-predictability sentences. However, despite this 
increased effort, perceptual performance did not show improve-
ment, as indicated by lower accuracy in high-predictability sen-
tences compared with low-predictability sentences in the noisy 
condition. These findings highlight the critical role of assessing 
listening effort in uncovering challenges in multilingual speech 
processing.
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